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Abstract. The removal of stopwords is an important preprocessing step in many
natural language processing tasks, which can lead to enhanced performance
and execution time. Many existing methods either rely on a predefined list of
stopwords or compute word significance based on metrics such as tf-idf. The
objective of our work in this paper is to identify stopwords, in an unsupervised
way, for streaming textual corpora such as Twitter, which have a temporal na-
ture. We propose to consider and model the dynamics of a word within the
streaming corpus to identify the ones that are less likely to be informative or
discriminative. Our work is based on the discrete wavelet transform (DWT) of
word signals in order to extract two features, namely scale and energy. We show
that our proposed approach is effective in identifying stopwords and improves
the quality of topics in the task of topic detection.

1 Introduction

Stopwords are non informative or noise tokens which can and should be removed
during any preprocessing step. Removing stopwords not only decreases computa-
tional complexity [15] but can also improve the quality of the final output in docu-
ment processing tasks such as clustering [11], indexing [14], and event detection [8].
There is existing work that focus on removing task-specific non-informative words
from a collection of documents [10,/13]. In these approaches, words are assumed to
be features and off-the-shelf feature selection methods such as mutual information
are used to identify the most important features (words) with respect to the target
task. As a result, in the same text corpus, the list of unimportant words depends on
the target task and is not reusable in other tasks. On the contrary, our goal is to devise
a systematic procedure to identify an effective list of stopwords which would be ag-
nostic to the underlying task. In this vein, Salton et al. [14] proposed the tf-idf word
weighting scheme in information retrieval and document indexing. According to the
tf-idf scheme, a stopword’s average tf-idf value over all documents is either very high
or very low. The latter means that the word is common to all documents and, conse-
quently cannot discriminate documents from each other while the former indicates
that the word is rare and does not contribute significantly to the corpus. Tf-idf has
seen many variations since its inception, e.g., term frequency-proportional docu-
ment frequency (tf-pdf) [4] and has been applied in different domains and languages
such as [3,/5,/13], but none has incorporated the temporal stream-based (real-time)
nature of textual collections in online social networks to identify stopwords.



Online social content are inherently temporal, short and noisy about transient
topics that are generated in bursts by users and fade away shortly afterwards. It is
in contrast to long formal documents that are often well structured and the whole
corpus is available in advance. Researchers have looked at ways through which word
significance can be computed so as to dynamically identify stopwords in different
periods of time. For instance, Weng et al. [15] and Fani et al. [7] employ signal cross-
correlation to filter out trivial words. He et al. [8] use spectral analysis and perform
word feature clustering for the same purpose. Both methods distinguish themselves
from the traditional way of stopword detection by taking the temporal dimension
into account. Inspired from these works, in this paper, we propose a discrete wavelet
transform (DWT) of word signals for identifying stopwords and explore its effective-
ness in the context of topic detection on Twitter.

To the best of our knowledge, the two work presented in [7,/8] are the state of
the art in identifying stopwords based on the temporal dynamics of words in a tem-
poral corpus and as such they comprise our baselines with which we evaluate our
proposed approach. We also include tf-idf to our baselines as the most common do-
main independent best practice for finding stopwords.

2 Proposed Approach

The main objective of our work is to identify stopwords in a temporal stream of tex-
tual content. To this end, we first build word signals based on their occurrences sam-
pled across time intervals as follows:

Definition 1. (Word Signal) The signal of a word w is a sequence X" = [x!] where
each element x}’ shows the number of times w occurred in time interval t.

We transform the word signals from the time domain to the time-scale (frequency)
domains by discrete wavelet transform (DWT) in order to extract two features, namely
scale and energy. This is similar to the spectral analysis done by He et al. [8] where
Fourier transform is used to extract power and periodicity features from word signals.
However, while Fourier transform only informs us about the frequency spectrum of
the signal, we opt for wavelet transform for its ability to disclose temporal extent
of the signal (time) in addition to the frequency spectrum (scale is inversely pro-
portional to frequency, i.e., scale « ﬁ). Fourier transform does not reveal bursty
changes efficiently since it represents a signal as the sum of sine waves, which are
not localized in time. To accurately analyze signals with rich dynamics in time and
frequency, wavelets are used. A wavelet is a rapidly decaying, wave-like oscillation
that has zero mean. Unlike sinusoids, which extend to infinity, a wavelet exists for
a finite duration. The foundational representation of the discrete wavelet transform

is [9]:
T
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where x}” is the value of word signal at time ¢, W is the base (mother) wavelet, and 2¢
and b define the scale and shifting (translation) in dyadic sampling, respectively with
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a€Z*, be Z. This kind of sampling eliminates redundancy in coefficients and yields
the same number of wavelet coefficients as the length of the input word signal, i.e.,
T, for all scales. Otherwise, in normal sampling the number of wavelet coefficients
would be T for each scale. Also ¥ is chosen to be Mexican-hat for its high temporal
resolution.

To figure out which scales play a more important role to reconstruct the entire
original word signal, we calculate the total energy at each scale, which is a sum of
wavelet coefficients over the whole signal through shifting variable b, as follows [9]:
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Next, given energy of word signals in different scales, we classify the words into four
categories: (1) Significant words are such words that have signals of high energy in
low scales (high frequency); (2) Common words’ are such words that have signals of
high level of energy in high scales (low frequency). This means they have approx-
imately constant behaviour with high amplitude over different time intervals; (3)
Noise words have a low occurrence and hence low energy in low scales (high fre-
quency); (4) Rare words denote the words that have low energy in high scales (low
frequency).

3 Experiments

We evaluate our wavelet-based approach (Wvl) against three baselines; Fourier-based
(Ftp) [8], cross-correlation (Xcr) [7], average tf-idf, and random selection in finding

high quality emerging topics using latent Dirichlet allocation (LDA) topic modelling.

We hypothesize that stopword removal produce topics with higher quality in the task

of topic detection. Conversely, we conclude that higher quality topics imply better

stopword removal assuming the dataset and the topic detection method are both

kept constant in our experiments.

To evaluate the performance of the proposed wavelet-based (Wvl) approach and
the baselines, we first identify the stopwords by each method for Abel et al.’s Twit-
ter dataset [1]. This dataset consists of 3M tweets posted by 135,731 unique users
between Nov. 1 and Dec. 31, 2010. In each approach, we create a list of all words or-
dered by their significance score and incrementally build the stopword list of from
the least to the most significant words. This has been initiated from the empty list of
size zero, i.e., no stopwords, increasing by 10% at each iteration to 90% of all words.
Also all temporal approaches, i.e., Wvl, Ftp, and Xcr, are examined using both hourly
and daily sampling rates.

We then apply LDA, the de facto standard in topic modeling,to detect emerging
topics using malle after removing the stopwords. The number of topics has been
already investigated and set to 50 for the this dataset [6]. Finally, we use exclusivity,
specificity, and coherence as quality metrics for the output topics. It should be noted
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Fig. 1: Average exclusivity of topics.

that perplexity and the likes which measure the quality of the topic modeling ap-
proaches, not the topics, cannot be applied here. In the following, we explain each
metric followed by a discussion on the respective results.

Exclusivity [2] measures to what extent the top words for a topic do not appear
as top words in other topics, as follows:

oz = L E Pr(wile) @
|zl 3 Lorzz Pr(wil2)
where z is a topic consisting of a list of |z|=50 words ordered by probability of occur-
ring in the topic and P(w|z) is the probability of word w occurring in topic z.

Figure |1| shows the exclusivity values under varying size of stopword lists. The
figure reveals that our proposed wavelet-based (Wvl) approach reaches the highest
exclusivity while removing less words (10%) in both daily and hourly signals indi-
cating best stopword removal among all the temporal competitors. Further, in con-
trast to Wvl, Fourier-based (Ftp) and cross-correlation (Xcr), deliver high sensitivity
to the signal sampling rate. As shown in Figure (1} Ftp in daily signals outperforms
its hourly version as it reaches its peak sooner where 20% of the words are removed
as stopwords. However, Xcr excels in hourly signals compared to its daily version.
This points to the robustness of the proposed Wvl approach with regards to sampling
rate. By comparing average tf-idf (non-temporal) and Wvl (best temporal), exclusiv-
ity scores are very competitive.

Speciﬁcityﬂ measures the effective number of words in each topic. The idea is to
count topic’s words while applying the probability that a word is contributing to a
topic. Higher specificity implies that words are distributed in different topics exclu-
sively and are not conforming to the uniform distribution. Specificity is calculated

as: X
s()=)_

wez Pr2(wlz)
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In Figure[2] we show the average specificity values over all topics for the proposed
Wvl approach and the baselines. As evident, the Wvl approach significantly excels
the specificity score both in daily and hourly signals when removing 20% of words
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Fig. 2: Average specificity of topics.
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Fig. 3: Average coherence of topics.

as stopwords in comparison to not only the temporal baselines but also the average
tf-idf.

Coherence [12] measures whether the words in a topic tend to co-occur together.
The score is the sum of log probability that a document contains at least one instance
of a the higher-ranked and a lower-ranked word pair. Formally,

12|
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where € is a smoothing parameter set to 0.01, D(w) is the number of documents that
contain at least one token of type w, D(w;, w;) is the number of documents that
contain at least one w; and one w;. Since these scores are log probabilities, they
are negative. High values (closer to zero) indicate that words of the topic tend to
co-occur more often; hence, the topic is coherent. Figure[3|shows the average coher-
ence values for the identified LDA topics. A first look reveals that our proposed Wvl
is the worst and random selection of words as stopwords outperforms all the other
approaches. As such, we manually inspect this seemingly unintuitive phenomenon
and found out that stopwords which are common to all documents such as ‘rt), ‘http),
and ‘us’ contribute to almost all topics with a high probability (top words of almost
all topics). Removing such words greatly reduces coherence as shown in Figure[3} In
other words, in the task of stopword removal, the lower coherence to an extremum
the better. With this respect, our proposed Wvl is the best and the hourly cross-
correlation is the runner up.



4 Concluding Remarks

In this paper, we propose a wavelet-based approach for identifying stopwords from
streaming textual corpora with temporal nature in an unsupervised way. We employ
discrete wavelet transform to model the dynamics of a word within the streaming
corpus. We identify informative words based on their energy over different scales
of word signals. We showed that our proposed approach is able to improve exclu-
sivity and specificity of topics learnt based on LDA when the identified stopwords
were removed from the corpus. Further, we observed that the current definition of
the coherence metric is ineffective for the task of stopword removal. Common words
happen to be in the top words of almost all topics, the removal of which drops co-
herence significantly. For future work, we will investigate the potential performance
improvements of our proposed method in the context of higher-level applications
such as user interest modeling, news recommendation and community detection.
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